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Abstract: A cyber intrusion is a frequent assumption in the domain of cyber security and it follows the properties of a 

Poisson process. By the Poisson distribution the intrusion is well modeled and this process requires a high rate of time. 

This was also used with Pareto distribution of intrusion so that the rate of time required is slightly decreases with a 

better performance. Now we are used the chaos algorithm to determine the Time Taken to Compromise (TTC) by using 

this algorithm the time used for the performing a task in highly decreases. It shows the assumption of the Poisson 

process model might be suboptimal. The algorithm suggests that time to compromise decreases along the number of 
instruction of a system regarding this property. This paper clearly explains about the TTC by chaos algorithm.    
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I. INTRODUCTION 

The effective method of time required to compromise a 

computer system depends on the assumptions regarding to 

its properties of failures in the systems and knowledge 

concerning how system failures behave in such situation 

critical to handle. Selecting the appropriate models for 

describing the number of failures in a system, and the time 

taken between failures, is of importance of the particulars 

as employment of an inappropriate statistical model that 

can result in improper project conclusions. In the business 
environment today where IT is a cornerstone of almost all 

the business, choosing appropriate models critical also to 

practitioners accurate reliability estimation as result of 

having used an inappropriate probability distribution can 

make an enterprise out of the business. this paper brings 

important insight into this aspect through examine of 

5,602,097 malware alarms corresponding to 203,025 

intrusions that has been held around 261,75computer 

systems of a large international companies between 

October 2009 and August 2012.  

 

The paper is organized as follows. Section 2 describes the 
related work; section 3 describes statistical distributions. 

The chaos algorithm discussed in section 4. In Section 5 

describes the implementation of the systems and finally 

concluded the paper in section 6. 

 

II. RELATED WORKS 

 In the papers [1], [2], [3] that empirically examines 

distributions of cyber intrusions, properties of system 

failures, and the security awareness. In the paper[4],[5],[6] 

there are many kinds of efforts on modeling cyber 

intrusions, for example, to evaluate the security of a 
system. These analysis make many realistic to support 

their claims; a frequent one being that attacks, or 

intrusions, follows a Poisson process that the number of 

attacks or intrusions is well modeled by a Poisson 

distribution and that the time taken between such events is 

ideally distributed. In the paper [7, 8, 9] at the best of the 

author’s knowledge, there is only one publication that an 

idea of the distribution of TTC using empirical 

information in data. The authors have observed that a total 

of 59 breaches, each of which them were categorized into 

one of six classes depending on the amount of hours taken 

to perform it [6].  
 

In the paper [10-15], it is clear that there is a crucial 

difference between reliability and security. Particularly, 

the latter involves an actor with the intent of 

compromising an asset. Whatever, there are also 

similarities: Many security estimation models have been 

estimated based on models used for reliability 

developments.  

 

Gives the lack of relevant theory in the cyber security 

domain, reliability studies pose a reasonable starting point 

for harvest potentially statistical distributions for examine 
Schroeder and Gibson studied many kinds of  

characteristics of 23,000 failures that had been held  

during 9 years and on 20 different systems that most being 

cluster solutions. In the paper [16,17,18] the basic 

information of malware are employees of the enterprise 

are required to utilize computer systems that are given 

through it. Each computer system is equipped with an 

antimalware solution provided by Symantec. When a 

malware is detected on a system by the local agent, the 

information data about the intrusion that is submitted to 

the central database is shown. In the paper [19], [20] it is 
the unique identification string of the compromised 

system, the IP of the compromised system, the time of the 

event, and the detected malware. 
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III. ANALYZED STATISTICAL 

DISTRIBUTIONS AND TTC 

There are three distributions that can be considered in 

terms of modeling the number of intrusions of a computer 

system— the Poisson (PO), normal (N), and log-normal 

(LN). These were all tested by Schroeder and Gibson [1] 

to model failure rate as a function of systems. While 

Schroeder and Gibson [1] did not concern cyber 

intrusions, it is common closely related study available, 

and that also the best possible start. 
 

There are five statistical distributions that can be 

considered based on the related work—the exponential 

(EXP), log-normal (LN), Weibull (WBL), gamma (GAM), 

and the two-parameter Generalized Pareto (PAR)—in 

terms of degree of the fit to TTC of computers. EXP is 

mostly applied to model time between failures and has 

previously been shown to be a perfect fit for TTC. LN, 

WBL, GAM, and PAR were typically tested in studies 

regarding to the time between all the failures. 

 

There are completely different metrics that may be applied 
to live however well a arrangement model determined 

knowledge and data. as an example, Kolmogorov-

Smirnov, Crame´r-von Mises, Anderson-Darling, Shapiro-

Wilk, and Chi sq.. This analysis utilizes the Akaike info 

criterion (AIC), a customary technique for ranking various 

models, to match the relative goodness of suited the 

distributions. AIC has several blessings compared to 

alternative goodness of- match metrics. The quantity of 

your time that the behavior of a chaotic system will be 

effectively expected depends on three things. In chaotic 

systems the uncertainty in an exceedingly forecast will 
increase exponentially with period of time. This suggests 

that in apply a Aic scores for the tested distributions 

concerning ttfc(exp, ln, par, and wbl) square measure 

given in table. The economic expert distribution is best 

match, with weibull receiving minor support, and gamma, 

log-normal and exponential receiving no support. The qq-

plots in support the conclusion that economic expert is 

best match (with log-normal being the clearly worst fit). 

The analysis shows cdfs for ttfc in conjunction with the 

tested applied mathematics distributions. As are often 

seen, around ninety % of all intrusions need four hundred 

days or less a vary that all distributions except the log-
normal square measure fairly match at modeling. 

 

IV. CHAOS ALGORITHM 

Chaos theory issues settled system whose behavior will in 

theory be expected. Chaotic systems area unit certain for a 

moment and so substantive prediction cannot be revamped 

AN interval of over two or three times the lyapunov time. 

The equations like, 

dx/dt=σy-σx,                                                             (1) 

dy/dt=ρx-xz-y,                                                         (2) 

dz/dt=xy-βz.                                                               (3) 

 

There are seven divisions in working systems which are 
mentioned below. They are Sender/ transmission, Network 

Sniffer, Router, Attack Classifier, Firecole, Rule Creation 

and Black Listing.  

 

V. IMPLEMENTATION AND RESULT 

ANALYSIS 

The following figure explains about the implementation 
that is used and the result analysis is shown. The front end 

process used in this algorithm is java swing and  the 

platform used is jdk 1.6.The figure 1 shows the intrusion 

detection system of attack blocker was receiving the IP 

address, Router IP address and the sender password 

through it.The figure 2 shows us a router path to the user 

to connect the system along with our server. For 

connecting purpose it was also giving us a proxy server IP 

address for detection. 

 

The figure3 shows us a clear way of connecting the client 
to our server and the required path for the connection. We 

can able to the codes which are mentioned in the screen 

shots that can directly leads the client’s system to connect 

with server and protect the system from cyber intrusion so 

that our router path can be analyzed with each and every 

step. 

 
Fig 1. Intrusion Detection System Attack Blocker(Client) 

 

 
Fig 2.Intrusion Detection System (Router) 
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Fig 3. Intrusion Detection System 

 

The figure4that the our software will start detecting our 

system. once it finds any cyber intrusion on the path of a 

router it detects the worm and gives alert to the user by 

proxy based sigfree. 

 

 
Fig 4. Intrusion Detection System Attack Blocker (Server) 

The figure 5 indicates the work of the server to detect the 

worm and direct it to the some other path. 

 

 
Fig 5. Proxy Based Sigfree 

The figures 6 shows us the detection of worm from the 

path and direct it through the router of some other path and 

put them in a black list so that the file which is transferred 

by the user can reach. 

 

This picture 6 shows us a final result of our work that the 
malware is detected and it has been directed to the black 

list. 

 

 
Fig 6.  TTC Result 

 

VI. CONCLUSION 

 In this paper, we have proposed a system where the 

network administrator will observe and analysis various 

types of attacking tendencies originating from variable 

source in network. This process basically understand the 

pattern and behavior of the hostile circumstances over the 
network and then it creates the profiles of the attackers 

based on this pattern analysis, which will protect the 

network system of the organization by blacklisting the 

origination of the resource profiling over the network itself 

thereby assuring the organizational network to be the most 

secure one in any future probability of network threats 

from those attackers. 

 

Future analysis would have the benefit of any finding out 

these variables. Important results from this analysis also 

are the parameter estimates and therefore the range of 
compromised systems throughout the studied amount of 

your time, not solely on overall, except for workstations, 

servers, UNIX and Windows. These will be seen as a 

place to begin for an enterprise that has nonetheless to 

assemble such information. 
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